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LLM Agents as general purpose solvers

Credit: Lil’Log



Hallucination in closed book setting

4

Now imagine a LLM citing fake cases when a resident is preparing his report
Or a lawyer preparing his arguments

There’s no provenance even if answer is correct.



Hallucinations - catastrophic effects
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How to mitigate hallucination and establish provenance?
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Ask LLM to explain itself ?
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Unfaithful Reasoning Knowledge Gaps



RAG to the rescue
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9

Question 
Answering Fact Verification Knowledge 

Enrichments

Knowledge Intensive Tasks

d1 
d3 
d5 

The Document Retrieval Task

Query: “furry cats”

Objective: Rank docs acc. to relevance to query

The Document Retrieval Task

Query: “furry cats”

Objective: Rank docs acc. to relevance to query

Ranking Model

LLMs

Deep Learning based  
Contextual Models 

Query: san francisco bay area 
contains zero towns  

Retrieval and Ranking
Information Prioritization

9



Telescoping view of retrieve-rerank pipelines
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Bounded recall problem
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▪ RAG pipelines require the most relevant 
document to appear within top-5 or top-10 to fit in 
context of most affordable LLMs. 

▪ Classical re-ranking approaches are limited by 
recall of first-stage retrieval.  

▪ How do we capture more relevant documents ? 

▪ How do we ensure the relevant documents are 
ranked higher and answer the question ?



Retrieval and Reasoning Gap in complex QA
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Semantic-Uncertainty based Neighborhood Aware Retrieval

Solving the Retrieval gap through LLM uncertainty based feedback



SUNAR- Deep Dive



Bridging retrieval gap and downstream reasoning enhancement



Outperforms existing state-of-the-art approaches & LLM agnostic



SUNAR helps tackle hallucination and knowledge gaps



Online Relevance Estimation



Telescoping systems and drawbacks

•Telescoping approaches involve 
progressive filtering of documents 
through less-precise retrieval 
methods


• Key is capturing relevant 
documents with low retrieval scores 
that current approaches ignore.



Online Relevance Estimation



Features are flexible



Latency and Computational Efficiency

ORE offers 2x-7x speedup over SOTA based on ranker employed

The online estimation component takes 10x less time than ranker calls



Sample Efficiency of ORE



Impressive Performance Gains



The Retrieval Gap The Reasoning Gap



How many 
companies where 
there before the 

tax ? 

Numerical and Compositional Reasoning



How many jobs 
where there 

before the tax ? 

Numerical and Compositional Reasoning



Numerical and Compositional Reasoning

What was the 
annual sales there 

before the tax ? 



Need More than 
Prompting LLMs Rationales or 

Explanations

Vishwanath, Setty & Anand, [SIGIR ’24]  

Numerical and Compositional Reasoning

Need to compose 
abilities required to 
solve the task

Could be achieved through fine-
tuning on required abilities. 
Result: Smaller 1M param models 
outperform larger 1B param models

Or skill 
composition 
through In-Context 
Learning



Demonstration Samples is all you need ?
ICL Demonstration 
sample Selection

Static Dynamic



Smart Exploration and Exploitation for ICL Exemplars



Loss Modeling (Approximation) for efficient selection



Efficient Estimation of parameters 

Update parameters to reduce approximation error

Estimating loss here involves LLM calls and equivalent to arm pulling



Summary



Tune and Transfer

LLMExemplar  
Subsets

Small LLM

Selected 
Subsets

Transfer Exemplars to use as ICL samples for LLMs like GPT3.5

Subset Selection



EXPLORA is Robust (Low Variance across test samples)



EXPLORA is Resource Efficient



Results Transfers Well (L for Llama and M for Mistral)

Prompts are transferred from Llama or Mistral to GPT3.5-turbo



A Recap

• Efficiency and Effectiveness are critical for practical robust RAG pipelines.


• Telescoping systems are limited in efficiency and suffer from Recall Boundedness.


• LLMs are still limited in reasoning.


• Test Time scaling for Retrieval is central to robust pipelines for complex knowledge 
intensive tasks.


• Careful selection of exemplars help in transferring abilities to LLMs through ICL.



Conclusion - Research Vision

• End-End Test Time Reasoning (TTR) has huge scope.


• How do we incorporate Reasoning feedback (LLM) to improve retrieval


• How can retrieval improve reasoning. 


• How to do this efficiently?


• How can we do this in a scalable manner ?


